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ABSTRACT

Natural language processing (NLP) has rapidly evolved in recent years, enabling the extraction of clinically relevant informa-
tion from unstructured electronic medical records. Radiology reports, particularly in oncology, contain detailed longitudinal
information on patient disease status, which can inform therapeutic decisions and outcomes. While structured reporting has
been advocated to streamline data extraction, most radiology reports remain free-text [1]. This study aimed to leverage struc-
tured oncology reports (SOR) to train a deep NLP model for tumor response category (TRC) classification in free-text oncology
reports (FTOR) and compare its performance with conventional NLP algorithms and human readers [2].

In this retrospective study, 9,653 SOR and 802 FTOR were analyzed from multiple radiology centers. A BERT-based NLP
model was trained on SOR and applied to FTOR. Model performance was compared with radiologists, medical students, and
radiology technologist students. The BERT model achieved an F1 score of 0.70, outperforming traditional NLP approaches
and technologist students, approximating medical student performance, but was inferior to radiologists (F1, 0.79). Lexical
complexity and semantic ambiguity reduced performance for both humans and machines [3].

Conclusion: Deep NLP models trained on structured oncology data can achieve near-human performance in extracting onco-
logic outcomes from free-text reports, offering a scalable approach for large-scale oncology data curation [4].
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Introduction

Radiology reports in oncology provide a rich source of longitudi-
nal data regarding tumor burden and treatment response. Howev-
er, most reports are unstructured, posing challenges for systemat-
ic data extraction. Natural language processing (NLP) methods,
ranging from rule-based algorithms to deep learning models, have
emerged as powerful tools to retrieve information from free-text
reports. Transformer-based architectures, such as BERT, have
demonstrated superior performance in free-text classification
tasks, enabling automated extraction of key clinical endpoints like
tumor response, disease progression, and therapeutic outcomes

[3].

Structured oncology reports (SOR) created during routine care

can provide reliable ground truth labels for training NLP models.
Using SOR to inform model training may bypass the need for ex-
tensive manual annotation, facilitating scalable data curation for
multi-institutional studies.

Materials and Methods

Data Collection

Radiology databases from three independent centers were queried
for CT, MRI, and ultrasound reports performed between March
2018 and August 2021. SOR were obtained from a tertiary care
center, and FTOR were collected from a cancer research center
and a hospital specializing in chest diseases. Reports lacking tu-
mor assessment or duplicates were excluded [6].
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Ground Truth Extraction

Structured oncology reports were mined for tumor response cat-
egories (progressive disease, stable disease, partial response,
complete response) based on RECIST 1.1 criteria. Automated
extraction employed rule-based NLP pipelines using regular ex-
pressions. Free-text oncology reports were manually annotated by
experienced radiologists to provide ground truth labels.

NLP Model Development

Two types of NLP models were developed:

1. Deep learning model: BERT, fine-tuned on SOR oncologic
findings.

2. Conventional models: Linear support vector classifier,
k-nearest neighbors, and multinomial naive Bayes, using
TF-IDF features.

The SOR dataset was split into training (85%) and test (15%) sub-

sets. Fivefold cross-validation assessed model generalizability.

Model performance was evaluated on FTOR using recall, preci-

sion, accuracy, and F1 score [7].

Human Comparison

Seven human annotators with varying expertise (radiologists, med-
ical students, and radiology technologist students) independently
classified TRCs from FTOR. Confidence levels were recorded on
a five-point Likert scale.

Statistical Analysis

Performance metrics were calculated with 95% confidence inter-
vals using bootstrap resampling. Intraclass correlation coefficients
(ICCs) measured inter-rater agreement. Significance was set at
p <0.05.

Results

Patient and Report Characteristics

The final cohort included 10,455 patients (mean age 60 + 14 years;
51% female). SOR were successfully mined for TRCs in 9,653 re-
ports. FTOR datasets included 802 reports after exclusion criteria.
Lexical complexity analysis showed FTOR varied in word count,
vocabulary richness, and bigram usage [8].

Human Performance

Radiologists achieved an F1 score of 0.79, medical students 0.73,
and technologist students 0.65. Inter-rater agreement was good to
excellent among radiologists, moderate for medical students, and
lower for technologist students. Confidence correlated positively
with classification accuracy.

NLP Model Performance

The BERT model outperformed conventional NLP models, achiev-
ing an F1 score of 0.70 across all FTOR, with the highest AUC of
0.91 for concise disease-specific reports. Linear-SVC reached an
F1 0f 0.63, and other feature-rich models performed lower. Perfor-
mance of NLP models decreased with increased lexical complexi-
ty and semantic ambiguity but tracked human performance trends.

Operational Use Case

TRC predictions by the BERT model enabled visualization of lon-
gitudinal tumor burden changes, demonstrating the potential for
automated integration into tumor board assessments.

Discussion

Our findings demonstrate that NLP models trained on structured
oncology data can accurately classify tumor response in free-text
radiology reports. Deep learning models like BERT approximate
human-level performance, outperforming conventional NLP ap-
proaches. Challenges remain in handling lexical variability and
semantic ambiguity, highlighting the ongoing need for model in-
terpretability and refinement.

By leveraging routinely generated SOR, large-scale automated
curation of oncology outcomes is feasible, which may improve
clinical decision support and facilitate multi-institutional research

[9].

Conclusion

Deep NLP models can efficiently and accurately classify tumor
response categories from free-text oncology reports. While per-
formance does not surpass experienced radiologists, it reaches the
level of medical trainees and offers a scalable approach to oncol-
ogy data curation.
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